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An important thing is the type of the variable concerned.



It is one of the commonly test for testing Hypothesis . 
It is used when we have quantitative data .
It is used in testing hypothesis about the difference 
between Means of two populations in comparing to the 
standard error of the difference .
to determine in term of probability how large the observed 
difference is :
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Application of t test

(1) one-sample t-test;
(2) two-sample t-test; and 
(3) two-sample paired t-test 





Application of t test
I- Difference between sample and population Means

t test is used to test significance of the difference 
between sample Mean   and population mean μ , as 
standard mean or standard value .
Measure the distance between  , μ  in relation to S.E .
Example
Blood cholesterol level was 242 mg/100 ml , sample of 81 
individuals put on certain diet, their mean blood cholesterol 
was 200 ±45 mg/ml  Is there a significance difference in the 
cholesterol level between two population? , at level of  .α
0.05 
Is there any effect of diet on cholesterol level ?
Note, that there is a quite difference between  .



Is there any effect of diet on cholesterol level ?
Note, that there is a quite difference between  .

Sampling Error .
This difference could be either 

Influencing Factor (diet) .

 The group   is equal to population mean μ (242 = 200),
 but the difference is due to unusual samples that has 

been drown (sapling error) .

 Or the true mean of the population of the sample is not 
equal to 242 . It is due to effect of influencing factor (diet)

 So we are going to decide, which of these two 
possibilities is probable or more likely . We use t test



Data
Data represent cholesterol level (quantitative) of 81 

individuals under certain diet .

Assumption 
We assume that random sample of 81 individuals was 
chosen randomly from normal distribution population 
with equal variance . Certain diet was given to this sample 
(81 individuals) to see the effect of this diet on serum 
cholesterol . 
Mean blood cholesterol level of this random sample was 
found as 200 mg/100 ml .
Formulation of Hypothesis  
Ho
HA
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 And the observed difference between μ and  X̅ is due to
 Sampling error .
 Sampling variability .
 Or Chance factor .
 There is no effect of diet on the cholesterol level .

Ho
There is no significance difference in the mean

cholesterol level between population mean μ (242) and 
population mean of the studied (81) group (sample) (200) 



HA 
* There is  a significance difference in the mean cholesterol 
level between population mean μ and studied group X̅ .

** This difference is due to 
the effect of influencing factor .
the effect of diet on cholesterol .

*** This difference is not due to chance factor 



level of significance 

Two tails t test .
Two sided t test .

Proper test 
Because  This is quantitative data .

This is difference between two means 
. We use
t test                First application



t=242-200   = 42       . = 42     .
45/√81       45/9                 5

Calculated t= 8.4

Tabulated   t  at   α 0.025
d.F=  80

df= sample size -1=   (N-1)
t 80= 1.993
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We accept that there is a significance difference  ,
and the difference   is due to effect of the diet

not   due to sampling error .

This mean that calculated  t  fall in Rejection region .
This mean that the influencing factor is higher  than 95% 

This mean that the chance factor is lesser  than 5% .

So, The difference between   is due to influencing  factor .

There is significance effect of diet on cholesterol level
This observed difference is not  due to chance factor  

P < 0.05 .
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Calculated t  > tabulated .
So calculated  t value  fall in region of Rejection, so we 
Reject H0  and accept HA .

Conclusion
There is a significance effect of diet on cholesterol level 

8.4 8.4



Example 
A hemoglobin level in g /dl were recorded for a sample 
of 20 children, who were part of a study of acute 
leukemia . Their mean Hb level was  8 .5 ± 5 g/dl. Can 
we conclude that hemoglobin level of children with an 
acute leukemia differ  from normal population which is 
13.5 g/dl.    Let alpha =0 .05



Is there any effect of acute leukemia on Hb level ?
Note, that there is a quite difference between  .

Sampling Error .
This difference could be either

Influencing Factor (leukemia)

 The group   is equal to population mean μ (13.5 = 8 .5 ),
 but the difference is due to unusual samples that has 

been drown (sapling error) .

 Or the true mean of the population of the sample is not 
equal to 13.5 . It is due to effect of influencing factor 
(leukemia)

 So we are going to decide, which of these two 
possibilities is probable or more likely . We use t test



Data
Data represent Hb level (quantitative) of 20 children with  

acute leukemia.

Assumption 
We assume that random sample of 20 children with  acute 
leukemia, was chosen randomly from normal distribution 
population with equal variance . Hb measures was done to 
see the effect of leukemia on  the Hb level. 
Mean Hb level of this random sample was found as 8.5 g/dl.

Formulation of Hypothesis  
Ho
HA



 And  the observed difference between μ and  X̅ is due to
• Sampling error .
• Sampling variability .
• Or Chance factor .
 There is no effect of leukemia on the Hb level .

Ho
There is no significance difference in the Hb level 

between population mean μ (13.5) and population mean 
of the studied (20) group (sample) (8.5) 

μ = X̅ μ = X=zero

13.5=8.5 13.5-8.5=zero



HA 
* There is  a significance difference in the mean Hb level 
between population mean μ and studied group X̅ .

** This difference is due to
 the effect of influencing factor .
 the effect of leukemia on Hb level .
 *** This difference is not due to chance factor 

μ not= X̅ μ not = X̅

13.5 not= 8.5 13.5 -8.5 not = zero 



level of significance 

Two tails t test .
Two sided t test .

Proper test 
Because  This is quantitative data .

This is difference between two means 
. We use
t test                First application



t=13.5-8.5   = 5       . = 5     .
5/√20       5/4.47             1.12

Calculated t= 4.46

Tabulated   t  at   α 0.025
d.F=  19

df= sample size -1=   (N-1)
t 80= 2.89
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We accept that there is a significance difference  in Hb levels

and the difference   is due to effect of the leukemia
not  due to sampling error .

This mean that calculated  t  fall in Rejection region .
This mean that the influencing factor is higher  than 95% .

This mean that the chance factor is lesser  than 5% .
So, 

The difference in Hb levels is due to influencing  factor .

There is significance effect of leukemia on Hb level . 
This observed difference is not  due to chance factor .

P < 0.05 .





Example
The following are the heights in Cm of 24 two-year-old 
Jamaican boys with homozygous sickle cell disease (SS)
84.4  89.9 89.0   81.9   87.0    78.5   84.1  86.3
80.6   80.0  81.3   86.8   83.4   89.9  85.4   80.6
85.0   82.5   80.7  84.3   85.4   85.0  85.5  81.9

Height and weight standards for the UK give a reference
height  for two-year-old  males of 86.5 cm . 

Does the above sample suggest that two-year-old male SS 
children differ in height from the standards?



X̅ =   84.1  cm .

SD  =  3.11cm    
N=24   
SD/ √ N =  0.63cm 
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t= X̅ -86.5   = 84.1-86.5 . =       -2.4    . = -3.81  df 23
SD/ √ N 0.63                 0.63

Calculated t= -3.81

Tabulated   t  at   α 0.025
d.F=  23

df= sample size -1=   (N-1)
t 80= 2.06
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If the two research samples come from two different groups 
(e.g., a group of men and a group of women), Student’s t-testis 
used. 

If the two samples come from the same group (e.g. pre treatment
and post treatment values for the same study participants), 
the paired t-test is used.
In both types of Student’s t-test, t is calculated by taking the 
observed difference between the means of the two groups (the 
numerator) and dividing this difference by the standard error of 
the difference between the means of the two groups  
(denominator). 

Before t can be calculated, the standard error of the difference 
between the means (SED) must be determined. The basic formula 
for this is the square root of the sum of the respective population 
variances, each divided by its own sample size.



What is a t test? in two-sample t test 
A t test is used to measure the difference between exactly
two means. 

Its focus is on the same numeric data variable rather than 
counts or correlations between multiple variables. 
If you are taking the average of a sample of measurements 
t tests are the most commonly used method to evaluate 
that data. 

For example, you might compare whether systolic blood 
pressure differs between a control and treated group, 
between men and women, or any other two groups.
This calculator uses a two-sample t test, which compares two datasets to see if their means are statistically different.



This calculator uses a two-sample t test, which compares 
two datasets to see if their means are statistically 
different.
That is different from a one sample t test, which 
compares the mean of your sample to some proposed 
theoretical value.
The most general formula for a t test is composed of two 
means (M1 and M2) and the overall standard error (SE) of 
the two samples:

Because the t-test typically is used to test a null hypothesis 
of no difference between two means, the assumption 
generally is made that there is also no difference between 
the variances, so a pooled estimate of the SED (SEDP) may 
be used instead



Here we have two independent samples,
two different samples, 

and two samples from two different populations, 
we use Pooled t test .

Two independent random samples from their respective, 
different populations .
.

II- Difference between two sample Means (pooled t test)



Two groups (population)
Untreated group .

by A ♂

Two groups  Two groups     
by B ♀

No. of individual in each sample is not necessary be equals

Treated group 

we use Pooled t test .
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S.P = pooled S.D .
n1 = No. in first group .
n2 = No. in second group 
S1 = S.D in first group .                                                                  
S2 = S.D in second group



Example
In order to evaluate the difference in Serum Na level 

between 15 normotensive and 12 newly diagnosed 
hypertensive patients not yet on Na controlled diet .
The mean Na level was 144±6.2 meq/L in normotensive .

160 ± 3.9 meq/L in hypertensive .
Using α 0.05 level of significance can it be concluded that 
there is a significance difference in Na level between the 
two group of population ?

Data 
Quantitative data of Two samples.

Sodium (Na) level in blood of two groups .
15 Normotensive with  

12 Hypertensive with 



Data 
Quantitative data of Two samples.

Sodium (Na) level in blood of two groups .
15 Normotensive with  

12 Hypertensive with 

No. X S.D
15 144 6.2

12 160 3.9X

Assumption
We assume that both groups were independent have 

been chosen randomly from normal distribution 
population with equal variance .
To see if there is a significance difference in the mean 
Sodium (Na) levels between two groups .



Formulation of Hypothesis 
Ho

There is no significance difference in the mean Na level 
between two groups (Normotensive and Hypertensive)                             
m1 = m2 ,                  m1 - m2 = zero .

The observed difference is due to Chance Factor . 
Sampling Error .

Sampling Variability .
HA

There is a significance difference in the mean Na level 
between two groups (Normotensive  and Hypertensive) 

m1 ≠ m2 , m1 - m2 ≠ zero 
 This difference is due to Influencing Factor (Increases 

in Blood Pressure).
 The effect of Chance Factor is minimum .



Level of significance                    
two tail  t  test 

025.0
2
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2
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Using Proper test of significance 
t  test .

Pooled  t  test .
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Calculated  t  fall in area of Rejection, 
so we reject Ho .

This mean that we reject that there is no significance 
difference in Na level between Normotensive and   
Hypertensive :
 there is a significance difference .

This difference is due to influencing factor .
This difference is due to increase in B.P.

 There is a significance effect of Na on B.P.
Calculated  t  fall in area of Rejection .
 Calculated  t  fall behind the critical region, so there is an
 increase of the influencing factor, and there is
 a decrease in chance factor, 
Therefore                                      P < 0.05 .
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