Chi square

**
Chi square is a non-parametric test of statistical 
significance for bivariate tabular analysis (also 
known as cross-breaks). 

**
Any appropriately performed test of statistical 
significance lets you know the degree of confidence 
you can have in accepting or rejecting a null 
hypothesis. 

**
Typically, the hypothesis tested with chi square is 
whether or not two different samples (of people, 
texts, whatever) are different enough in some 
characteristic or aspect of their behavior that we can 
generalize from our samples that the populations 
from which our samples are drawn are also different 
in the behavior or characteristic
	
	Normal
	Chronic bronchitis

	Smoking
	20
	80

	nonsmoking
	80
	20


Table:  Relation between smoking and chronic bronchitis
**
Bivariate tabular analysis is good for asking the 
following kinds of questions: 

1. Is there a relationship between any two variables IN THE DATA? 

2. How strong is the relationship IN THE DATA? 

3. What is the direction and shape of the relationship IN THE DATA? 

Requirements (assumptions): 

1. The sample must be randomly drawn from the population. 

2. Data must be reported in raw frequencies (not percentages); 

3. Measured variables must be independent; 

4. Values/categories on independent and dependent variables must be mutually exclusive and exhaustive; 

5. Observed frequencies cannot be too small. 

Student t-test
** The t-test assesses whether the means of two groups    

     are statistically different from each other. 
**  This analysis is appropriate whenever you want to 
      compare the means of two groups,

Requirements (assumptions):


[1] A normal (Gaussian) distribution for the  

              populations of the random errors, 


[2]  that there is no significant difference between 
               the standard deviations of both population 
                samples. 
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